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NONREDUCTIVE PHYSICS

ABSTRACT. This paper documents a wide range of nonreductive scientific treat-

ments of phenomena in the domain of physics. These treatments strongly resist
characterization as explanations of macrobehavior exclusively in terms of behavior
of microconstituents. For they are treatments in which macroquantities are cast in

the role of genuine and irreducible degrees of freedom.

‘‘One is driven into reductionism when one is not cultivated to possess an array of

distinctions rich enough to let things be what they are. In contrast, making the decisive
distinction has an illuminating and liberating effect because it lets the concrete
occurrence stand forth for what it is. We understand it not in terms of a decipherment,

but on its own terms.’’ – Robert Sokolowski (‘‘Making Distinctions’’, 1992)

1. INTRODUCTION

Successful physics, according to one view, is the model – indeed, the
very apotheosis – of reductive explanation. For what is physics, for
good or ill, if not the priesthood of those called to explain the
behavior of any given physical whole exclusively in terms of the
behavior of its minutest parts and the interactive play amongst them?
But this is entirely too myopic a vision of the enterprise: not all
successful physics is reductive. Indeed a highly venerated school of
classical dynamics – namely, that branch of physics to which the
names of Leibniz, Euler, Lagrange and Hamilton are attached –
practices nonreductive strategies of physical explanation, adhering to
no reductive creed, as I showed in Thalos (1999a, b). The analytical
mechanics of these giants of physics supplies explanations in which
certain macro features of a physical system can be treated as irre-
ducibly independent – as true degrees of freedom – in the phenom-
enon for which treatment is being furnished. These treatments – no
less robust, and no less legitimate than the more familiar reductive
treatments – resist characterization as explanations of behaviors of
wholes in terms of interplay amongst their parts.
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The present essay demonstrates that a number of specialized
branches in contemporary physics – in particular, statistical physics
vis-à-vis (among other things) thermodynamic phenomena, and the
theory of renormalization vis-à-vis critical phenomena – specialize
in very specific, and even elegant forms of nonreductive explana-
tion. Philosophy would do well to make careful study of these
forms of explanation. Delineating them is the goal of the present
essay, as well also as illuminating how these forms compete with,
rather than complement, reductive explanations. In service of these
goals we shall call upon a precise characterization of reductive
explanation, in terms of dependence relations amongst quantities.
The distinction between dependent and independent quantity will
enable us to view the true variety in the explanations on offer in
physics.1

2. MECHANICS

Mechanics as we know it today originated with the counter-
Aristotelian assumption that a body is simply an unstructured
assemblage of quantities that attach (in an unspecified fashion) to one
another, thereby forming a body.2 No attempt is made, in the
mechanics of our present era, to account for the formation of bodies,
as such, from constituent quantities. (Therefore, there is an insuffi-
ciency of foundations in contemporary mechanics for provisioning in
a theoretical fashion the counting of bodies in any given assemblage
of quantities.) The central mission of mechanics, in this tradition, is
to secure an account that accurately describes through a law of time
development, and thereby explains, how changes in these quantities
take place over time. I will in what follows refer to this body of theory
as dynamics. There are two formulations of dynamics, the first linked
to the name of Newton and the second linked to the names of
Hamilton and Jacobi. The differences between these two formula-
tions are germane to the present discussion, and will feature promi-
nently in good time.3

The theory of dynamics requires embedding in a general theory
of quantities and their potential dependence relations. For alone,
dynamics does not suffice to produce a thoroughly general treat-
ment of motion and change over time. Specifically, dynamics does
not contain a systematic treatment of the nature of quantities as
such, or how they are related, both as time goes on, and at any
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given instant in time. Once furnished, such an account will provide
the means, at least in principle, whereby to assemble complete
descriptions of systems comprising enormous numbers, conceivably
nondenumerable, of interacting parts, with proportional numbers of
interacting quantities. But such a treatment will first have to answer
questions like, How are macroquantities related to microquantities?
How, precisely, is macrodependent upon micro, if at all? Is it
dependent always in the same way? Can the macroplay any of the
same roles in mechanics that the micro does? These are profound
questions in the general theory of metaphysics, and the answers we
incline to give them, in the first flush of physical theory, have wide
and unprojected impact. For, invariably, answers to these questions
impact upon the doctrine of causality itself. Indeed, standard an-
swers to these questions shape the commonplace doctrine of cau-
sality. Here are some reasons why.

Consider the porcelain cup I now drink from. What shall we say
is the relationship between its microscopic realities – the to-ings and
fro-ings amongst molecules that constitute it – and the fact that the
cup shatters upon impact with my kitchen floor? Is the relationship
a one-way affair, in which the microscopic gets absolutely all the
credit for what transpires at meso or macro levels? If we answer yes,
then we endorse a dogma to the effect that the microscopic is –
always and everywhere – master, and that the macroscopic is always
and everywhere slave. And (as I have argued elsewhere) this master-
slave doctrine is the cornerstone of a certain Newtonian image of
the world. Bodies in the world, according to this image, form
familiar middle- and macro-sized objects – where they do – because
they interact via forces; and these forces, together with the motions
to which they give rise, are entirely responsible for the macro fea-
tures, such as for example rigidity and temperature. On this
Newtonian picture, it is an axiom too that macrocauses bring about
macroeffects entirely in virtue of the fact that microcauses bring
about microeffects. For example, the cup of our earlier acquain-
tance shatters, on the Newtonian image, because certain intermo-
lecular forces in it (as a porcelain article), are in very fine and
quantitative ways different from those in, say, a steel fork or a
textile, and are such as to make the cup (in common parlance)
‘‘fragile’’. On this picture the macro has no independent causal
reality. This way of framing the Newtonian doctrine brings into
sharp relief the question of dependence relations amongst quanti-
ties.
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3. DEPENDENCE

There are numerous species of dependence relation.4 One neglected in
philosophical treatments, but which features very large in the physical
sciences (ubiquitous are statements resembling this one: ‘‘kinetic en-
ergy depends upon both mass and velocity’’), is a relation entered
into by physical quantities, but not by variables – because variables
are abstract entities whilst quantities are concrete ones. This depen-
dence relation is not a formal, mathematical or logical relation; it is
not, in other words, a relation having to do simply with how mag-
nitudes – marks on a given scale, that can be compared only as to
which is greater – vary over time. Rather it is a physical relation of
dependence. And I shall be drawing on my previous work on this
topic in order to explicate it.

The conception we shall aim to articulate in this section is that of
physical independence, the notion of degree of freedom. We shall strive
to give expression to this idea: a quantity X is physically independent
whenever it ranks among those quantities whose magnitudes shape
the state of the system to which they belong, and it is physically
dependent when it is given shape to by other quantities. This idea will
illuminate, for example, statement in physics textbooks to the effect
that kinetic energy depends upon momentum, whereas the reverse is
not true; these should be read as stating that momentum gives shape
to kinetic energy, whereas kinetic energy does not give shape to
momentum. For our purposes, then, the primitive conception of
shaping should be an asymmetric relation, and not coincident with
anything that might be regarded as ‘‘functional’’ or ‘‘covariational’’.
It should, in other words, be governed by the following axiom:

AXIOM. If a quantity X shapes the state of a system r, or if it gives
shape to a quantity Y of r, then it is false that X is given shape to by
any other quantity.

As a result, our primitive conception of shape-giving is irreflexive.
What’s more, it’s absolute, not comparative or relative to any pur-
pose or any so-called ‘‘level of explanation.’’

In the physical sciences the terms ‘‘independent quantity’’ and
‘‘degree of freedom,’’ used as variants (as I am using them here), are
formulated typically using epistemic language as follows: X is an
independent quantity or degree of freedom whenever it lies amongst
quantities whose magnitudes must be specified in order to specify
completely the state of the system to which they belong. A formu-
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lation of this conception indirectly, via this epistemic route, will not
do for purposes such as ours, in which the metaphysics is being
examined, since such a formulation cannot distinguish between (for
example) physical and functional dependence, and since also it might
confound two dependence relations. For logically speaking, what
may serve for complete specification of a system may not necessarily
coincide with what gives shape to that system. I therefore urge
adoption of the following definition of physical independence. It
captures quite neatly the idea that emerges when it comes time in
physics texts to handle physical restrictions placed on a system, that a
degree of freedom is a lack of limitation on variation along a certain
dimension over time.

DEFINITION. X is a physically independent quantity or a degree of
freedom of a system r ¼ dfX ranks among those quantities whose
magnitudes shape the state of r.

Physical dependence should subsequently be regarded as the priva-
tion of physical independence, as follows:

DEFINITION. X is a physically dependent quantity of a system
r ¼ df X is NOT among those quantities whose magnitudes shape the
state of r.

Different theories may assign the roles of degrees of freedom to dif-
ferent physical quantities. So we may say that

DEFINITION. X is a physically independent quantity or a degree
of freedom of a system r according to a theory or scheme of rep-
resentation T ¼ dfX is named or otherwise designated by T as
belonging among those quantities whose magnitudes shape the state
of r.

There is therefore a clear sense to the question: which (if any) theory
or scheme is correct in its designation of the degrees of freedom? And
there is a clear sense too to the question, often answered in the
negative: is there a unique set of degrees of freedom for every sys-
tem?5

It pays to stress again the point that the conception of physical
dependence just defined does not coincide with the conception of
functional dependence or covariation. For starters, the former is not
strictly speaking a relation amongst quantities, but is instead a
property that belongs to quantities individually (albeit a property
whose manifestation requires that the quantities to which it belongs
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be related to other quantities, and whole systems, in certain ways).
However, there is a closely allied relation – I propose that we call it
physical foundation – into which physical quantities may enter, which
can be defined in terms of the property of being a degree of freedom. I
will give only a necessary condition for this:

PROPOSITION. Y is physically founded upon a set of quantities fXig
in r only if the following two conditions hold: (1) all of Y and fXig
are quantities belonging to r , and (2) each of fXig is a degree of
freedom of r , but Y is not.

It follows from this proposition that physical foundation is (as re-
quired) an asymmetrical relation. It also follows that physical foun-
dation is irreflexive and immediate, as shaping is both.6

Now perhaps it will be said that the notion of physical foun-
dation I have just defined is nothing other than the now-famous
notion of supervenience, according to which the world of quantities
is divisible into two categories so that the following condition holds:
once quantities in category A have been invested with magnitude (at
a given time), the magnitudes of quantities in category B are un-
iquely funded as well (at that time); in other words, there is no
‘‘freedom’’ in choosing magnitudes for quantities in category B,
once the magnitudes of those in category A have been chosen.
Supervenience, according to its friends, was to be the instrument
that would help us avoid dualism and reclaim materialism, without
falling victim to any of the evil reductionisms. But the problem with
supervenience as defined by friends and detractors alike (as the
doctrine according to which once quantities in category A have
been invested with magnitude, the magnitudes of quantities in cat-
egory B are uniquely funded) is that it gets us no further than
covariation: it can by no means rule out the converse thesis (to the
effect that once quantities in category B have been invested with
magnitude, the magnitudes of quantities in category A are uniquely
funded).7 And so supervenience, as defined by its patrons, is no
more asymmetrical than functional dependence is. We require the
sort of dependence relation I am now defining. (Ironically, we did
not foresee that philosophical focus upon dependence relations in
physics would help us identify this relation.) These dependence
notions facilitate formulation of the master-slave dogma in a new
and illuminating way:

Master-Slave Dogma: No macroquantity shall ever, in the name of science, be cast in
the role of a degree of freedom.
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4. INDEPENDENT MACRO?

Are we prepared, in the name of science, to cast a macroquantity
in the role of a degree of freedom? Doing so defies slavish
adherence to the master-slave dogma. We are about to embark
upon a discussion of the means of doing this. And the conse-
quences of not.

The first set of consequences concern the weighty representational
difficulties of seeking to depict macroquantities, always and every-
where, as dependent. I shall not go into this matter here, but direct
the reader to Thalos (1999a, b, 2002). Openness to the possibility of
an independent macroquantity solves this set of problems. So it is one
point in favor of allowing macroquantities to be cast as independent.
But there are technical difficulties with this proposal as well (again see
Thalos 1999a). The most substantial of these difficulties regards
representation of time trajectories: if we are prepared to cast a
macroquantity in the role of a degree of freedom, how do we rep-
resent the state of a system through time?

In classical mechanics, representation of a system is a matter of
identifying the appropriate generalized coordinates for that system: it
is a matter of identifying the space of physical possibilities for that
system. The term ‘‘generalized coordinate’’ applies to mathematical
variables employed in representing a particular set of quantities; I
have been and will continue referring to these quantities simply as
quantities. The abstract mathematical structure for representing the
condition of a classical system is a phase space with each dimension of
that space standing for a range of theoretically possible magnitudes
of a quantity. Each dimension of phase space thus designates a po-
tential degree of freedom in a classical system – an epistemic potential
for independent variations over time. (Phase space is not to be con-
fused with the familiar three-dimensional spatial vessel in which ob-
jects move and have their being.)

On a standard atomistic model of physical bodies, a mechanical
system is a collection of n discrete particles or microbodies, each
routinely treated (for a range of purposes) as if it occupies only a
single spatial point at any one time. It is stipulated that each of these
particles has two sets of quantities, a set that concerns its where-
abouts in spatial extension, and another set that concerns its quantity
of motion – its momentum – in each spatial extension. Thus six
quantities in all to a body.
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The customary presumption, according to which a physical system
is portrayed by a one-dimensional point in a phase space in which a
certain number of microquantities are represented on independent
axes, favors looking on each of the six (micro)quantities named above
as degrees of freedom in the body to which they belong; for normally
each of these microquantities, when treated explicitly, is treated as
deserving of representation on an axis orthogonal to all the others.
(This presumption allows us to represent the succession of states of a
physical system by means of a trajectory – a single line segment or
sequence of line segments – in phase space.) And the customary
understanding is that quantities receiving representation on axes
orthogonal to each other are candidates for actual degrees of free-
dom. It follows from this that, when we entertain a system with
multiple (n) bodies, each should be assigned six degrees of freedom,
for a total of 6n degrees of freedom. But that this maximum,
according to standard treatments, can be attained only when no
conditions exist that place restrictions on the motions of that system –
such as for example containing or restricting features in the envi-
ronment, like containing walls, barriers or unjumpable tracks.

The customary assumption then is to view macroquantities as
functions of the 6n. There are problems with this view (documented in
Thalos 1999a), that can be overcome by calling on the services of such
things as forces. This solution, with its attendant difficulties, nonethe-
less enables us to retain depiction of a system through time bymeans of
a single line-segment trajectory, or a sequence of such segments. But
there are other ways too of overcoming the problems – ways that in-
volve giving up altogether on the project of depicting systems through
time by line-segment sequences. Giving up sequences of line-segment
trajectories, as the universal means of portraying a physical system
through time, requires rethinking the portrayal of systems, especially in
their macro features. It involves reconceptualizing physical objects in a
nonreductive, emergent sort of way. But we do not have to do it from
scratch. Certain subdisciplines in physics itself have old-fangled
inventions to help. And this – to explore and assess the riches in physics
for portraying physical systems – shall be the aim of the present tale.

5. THERMODYNAMICS AND EQUILIBRIUM

In thermodynamics there are many celebrated questions pertaining to
important macroquantities like temperature, heat and entropy.
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Centrally, how do these important macroquantities, which we can
measure directly via a very rich variety of independent methods,
stand to the conceptually or analytically simpler quantities of posi-
tion and momentum that belong to microbodies constituting them?
The dispute is still waged (for example) as to whether temperature is
an instantaneous function (the mean) of certain functions of mi-
crocoordinates (see Brush 1983; Wilson 1985).

Now in thermodynamics, equilibrium is defined as that condition
of a system in which a small number of thermodynamic quantities –
foremost amongst them temperature – remain unchanged indefinitely
into a system’s future. Classical thermodynamic theory maintains
that certain systems, like cylinders full of gas and beakers full of
liquid, when prevented from exchanging energy with environment,
approach this equilibrium state monotonically, and that once arrived
at this state do not depart from it. And connected with this idea of
equilibrium, is the famous Second Law of Thermodynamics, which
states that the entropy of an energetically isolated system tends to a
maximum, realized in the equilibrium state. How do these principles
of classical thermodynamics comport with a mechanics of interacting
bodies à la Newon?

Initially taking the Second Law at face value, Ludwig Boltzmann
attempted to derive something with a similar structure as the Second
Law, from a somewhat truncated force-mechanical theory, taking
point particles as models of the smallest units of substance, and
elastic billiard-like collisions as models of the interactions between
these units. He defined a function of the instantaneous distribution of
momenta: the negative H-function. This function, he was able to
show, based on assumptions about effects of collisions amongst the
billiard-like entities that served as his models, increases monotoni-
cally until the Maxwell-Boltzmann distribution of momenta is
reached, and thereafter remains constant.

Two famous, and related, objections were raised to Boltzmann’s
account of the approach to equilibrium. They are the substance of the
persistent problem of irreversibility. I will focus on the objection
associated with the name of Zermelo, which is based on a theorem of
Poincaré concerning the stability of motion in systems assumed to be
governed by classical mechanical laws.8 Assuming that a mechanical
system can be modeled over time by means of a trajectory in a 6n-fold
phase space, Poincaré showed that every energetically isolated
mechanical system with spatially bounded motion will behave quasi-
periodically. In other words, a system such as an insulated box of
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particles may pass through a wide range of states depicted in phase
space, but will eventually return arbitrarily close to its initial state.
This is known as the Recurrence Theorem. Thus any enclosed volume
of gas, if governed by mechanical laws, will continue to return
arbitrarily close to the distribution of positions and momenta with
which it began life – if we give it time enough. So if, as Boltzmann
initially defined it, the H-function is a function of the actual distri-
bution (and thus a function of quantities on a single trajectory in
phase space), it cannot decrease monotonically and remain at a
minimum – at least not if Boltzmann’s mechanical assumptions are
right. Since the H-function cannot behave as Boltzmann claims, it
cannot represent entropy. The conclusion normally drawn is that
Boltzmann’s assumptions cannot all be consistent with the mechan-
ical law assumed by Poincaré. However, one could instead conclude
that the single-trajectory depiction of a multi-body system is itself
inadequate as a representation of the quantities we need represented
(like entropy). Thus Poincaré theorem is in certain ways easier to
overcome than current thought would have it. But this way out re-
quires that we provide alternate strategies for representing multi-
body systems. And this is no small feat.

For his part, Boltzmann eventually retracted his initial reading of
his theorem. In so doing, he also introduced a new interpretation of
the Second Law, in better keeping with those assumptions about
representing systems (shared with Poincaré) that he was prepared to
accept. He came ultimately to understand both H-theorem and Sec-
ond Law in terms of likelihoods. In his ultimate account, there is no
asymmetrical, monotonic evolution for thermodynamically isolated
systems. The true situation, he said, is as follows: it is overwhelmingly
more likely that the entropy of an isolated system in a nonequilibrium
state will increase, than that it will decrease, in the sequence of states
undertaken by that system. This holds whether we are referring to a
sequence of states extended into the future or one extended into the
past: just as it is overwhelmingly more likely that a state of high
entropy will be succeeded by one of lower entropy, it is also vastly
more likely that a system in a low state of entropy will have origi-
nated from a state of higher entropy than that it will have originated
from a state of lower entropy. Boltzmann’s ultimate description of
thermodynamic phenomena is therefore consistent with the Recur-
rence Theorem. But not with classical thermodynamics. We might
judge, with Boltzmann, that classical thermodynamics is in some way
incorrect, but it strains credulity to do so on grounds of inconsistency

MARIAM THALOS142



with the metaphysical framework implicit in a certain formulation of
mechanics. It should not turn out that classical thermodynamics is
false a priori.

Boltzmann’s ultimate position rejects the strict reading of the
Second Law of thermodynamics, on which there is true monotonic
development and no talk of likelihoods. Boltzmann’s position,
however, is unsatisfactory as a reconciliation of classical thermody-
namics with classical mechanics: the distinctive relations of quantities
manifested in the classical laws of thermodynamics are not preserved
by Boltzmann’s kinetic theory, or its many successors. More than
that, the two conceptions of thermodynamics – Boltzmann’s, on the
one hand, and that of classical thermo, on the other – are not
empirically equivalent. For it is entirely consistent with Boltzmann’s
understanding of the Second Law that nothing like an enduring
equilibrium state ever emerges in an isolated system; but such a thing
is not consistent with classical thermodynamics. Thus, while it might
be the case that both the classical understanding of the Second Law
and Boltzmann’s are equally well supported by existing empirical
data (as some, though not myself, might like to believe), the two are
not strictly speaking empirically equivalent. Since it is inconsistent
with Boltzmann’s understanding that a state of true, enduring,
equilibrium ever comes into being, those who embrace the physical
possibility (much less the actuality) of true states of equilibrium
cannot accept Boltzmann’s interpretation of the Second Law.9 They
cannot, in other words, accept the doctrine of the subjugation of the
macro in company with the package of mechanical laws and princi-
ples Boltzmann accepted. Moreover, those who assent to
Boltzmann’s assumptions on the relations of micro to macro, also
have to pay the price of having to suffer as false (and even necessarily
false) the proposition that the temperature of a thermally isolated
system takes a monotonic approach to any magnitude, in contra-
diction of classical thermodynamic theory. For assuming that the
laws of mechanics are physically necessary, temperature shall be re-
quired to cycle or recur. In addition the proposition that the Second
Law of Thermodynamics, requiring monotonic approach to equi-
librium, is strictly speaking false as well. But surely whether tem-
perature recurs or not, whether equilibrium is possible and whether
entropy approaches a maximum monotonically in any given system –
someone might insist that any answers to these questions should at
least be compatible with the true theory of mechanics. This is what is
at stake in the debate.
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In 1901 Willard Gibbs prioneered new conceptual tools for cal-
culating temperature and entropy using functions defined over mi-
crocoordinates in multi-dimensional regions of phase space, rather
than simply over single trajectories. His aim was to treat certain
macro features of systems at equilibrium – to calculate certain ther-
modynamic constants only. Gibbs’s procedure for treating thermo-
dynamic quantities was, by him, predicated on the concept of
hypothetical ensembles or virtual ensembles of systems prepared to
resemble the system under treatment in certain macroscopic respects,
especially in regard to such macroscopic constants as total energy.
Ensembles (according to Gibbs) were depicted in phase space by
multi-dimensional regions. I shall argue that the procedure Gibbs
pioneered is precisely that which one would adopt on a phase-region,
or multiple-trajectory conception of a (single) physical system – the
conception best allied with Hamilton’s program in physics, to which
we now turn. More than this, the multiple-trajectory analysis of the
procedure does not suffer from the severe conceptual difficulties faced
by Gibbs’s own virtual ensembles analysis. (Specifically, the multiple-
trajectory analysis does not suffer from having to justify the distri-
butions of systems in the chosen ensemble – a problem which emerges
in one guise as ‘‘Gibbs’s problem’’.)

6. REPRESENTATION OF SYSTEMS THROUGH TIME IN CLASSICAL

MECHANICS

A natural description of motion introduces vectorial quantities, with
vectorial variables to portray them. The Newtonian formulation of
general mechanics (historically the first comprehensive formulation)
takes vectorial analysis one step further, for with each alteration in
motion it postulates (at least one) entity – a vehicle or emissary,
routinely interpreted as a cause – that brings about the alteration by
communicating an influence in the appropriate direction. Like or-
dinary bodies, these vehicles through which influence is communi-
cated are both located and propagated along continuous
spatio-temporal paths.10 The distinguishing marks of the Newtonian
treatment are then as follows:

1. Influence propagates from source to beneficiary, via a vehicle. This
is so (according to the Newtonian conception) because body does
not act upon body directly, but only through an intermediary. (The
acting body acts through impressing a force.) The vehicle is thought

MARIAM THALOS144



of as originating from the source of the influence, and the source is
responsible – ontologically, rather than causally – for the vehicle’s
existence. The vehicle, known as a force, is represented too by a
vectorial variable. And forces bring about observable variations
and covariations in quantities.

2. The patients upon which forces act are quantities in their own
right, whose magnitudes change in proportion to the magnitudes
of forces impressed upon them. The alterations in magnitude too
are continuous over time, according to Newton’s Second Law.

3. Not every continuous course of magnitudes for a given quantity,
beginning with the initial magnitude and ending with the final one,
receives attention in a Newtonian analysis, where by contrast these
alternatives courses of influence are much the object of scrutiny in
the second venerable branch of physical mechanics.

Analytical mechanics originated with ideas of Leibniz, Euler and
Lagrange, and culminated in Hamilton and Jacobi’s equations of
transformation, which frequently are illegitimately treated as either
reformulations or culminations of Newton’s laws (by scholars who
view the field of classical mechanics as a seamless enterprise,
advancing by accretion, rather than as a field where philosophical
lines are drawn in abundance, normally without first consulting
philosophical professionals). Analytical mechanics conceives of
alterations in time as a kind of wave phenomenon. But the wave
disturbances are not disturbances in a real medium with a three-
dimensional spatial extension. They are, instead, disturbances in the
phase space. There are no counterparts to the roles of source, vehicle
and beneficiary in this formulation of mechanics. Simply, there are
tides in the affairs of quantities, whereby they conspire to undertake
alterations together, and in keeping with very general principles that
make no mention of causes. Distinguishing marks of analytical
mechanics are then as follows:

1. There are no ‘‘sources’’ of alteration. There are, instead, varia-
tional principles. Famous examples are Hamilton’s principle (to
the effect that the integral, over a system’s path, of the difference
between kinetic and potential energies is always an extremum –
either a maximum or a minimum) and Huygens’ principle for
options which leads to Fermat’s ‘‘principle of quickest arrival’’ (to
the effect that the path of a light ray is distinguished by the
property that if light travels from one given point M to another
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given point N along that path, it will arrive in the smallest possible
interval of time).

2. Alternative courses of magnitudes for the quantities under study
are of considerable concern. They are displayed in one of two
ways: (1) by means of initial and final state configurations; (2) by
specifying ‘‘external’’ constraints upon allowable motion. These
means of displaying the alternative courses of magnitude are
typically called boundary conditions. Variational principles operate
upon these alternative courses of magnitude to select as distin-
guished (when there is a unique solution) the actual one.

As a matter of practicality, analytical treatments are producible
even when the mechanical problem we want handled will not yield
easily to an analysis of the forces purported to be in play. Alter-
ation, on the analytical formulation, is explained without appeal to
influence and its communication from one event or state of affairs
to another.

The Newtonian treatment preserves the master-slave doctrine by
weakening it – that is, through broadening the base of entities on
which macro depends to such things as forces. On an analytical
treatment, by contrast, the actual trajectory emerges, according to
Hamilton’s Principle, as a result of there being a unique potential
trajectory meeting all boundary conditions, which is possessed of an
extremum (typically a minimum) in the difference between potential
and kinetic energies. Without prior specification of the boundary
conditions, not only is the system to be treated underdescribed, but
also the mechanical problem itself is underspecified. For the
dynamical laws – the variational principles – of the analytical treat-
ment are in their essence contrastive: they select that trajectory which
possesses an extremum of a particular characteristic, whilst presup-
posing that the set of alternative trajectories has an independent
specification. This is why certain macroconditions and constraints on
motion must be known prior to computation of the system’s path
through phase space, for not only do the macroconditions and con-
straints help to identify the contrast class of potential trajectories.
They also define that set. And in analytical mechanics they are treated
as independent, both of actual magnitudes of microquantities and of
the principles of contrast that constitute the dynamical laws. (They
are usually ascertained by macroscopic inspections or imposed
through macro manipulation.) According to analytical mechanics,
therefore, macroscopic structures – whether imposed externally or
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simply known to hold – are treated as limitations on the total number
of dynamical micropossibilities, as it were, from ‘‘above.’’

Thus analytical mechanics fails to introduce quantities, such as
forces, that mediate between the actual and the possible, and thereby
permits violation of the doctrine that once microquantities are vested
with magnitude, nothing – at least nothing significant for the pur-
poses of mechanics – remains to be said about the state of that sys-
tem. And it proceeds as well to violate the master-slave thesis by
explicitly permitting macroquantities to function as degrees of free-
dom. (In this way it also violates an asymmetrical notion of depen-
dence between micro and macro, according to which the only degrees
of freedom are micro.) The Hamiltonian approach opens the door to
acknowledging that certain relations amongst microquantities (con-
ceived of either as boundary conditions, or as magnitudes of mac-
roquantities) can precede in ontology the magnitudes of the
microrelata. Analytical mechanics regards boundary conditions as (1)
independent of dynamical law and (2) prior to it in ontology – as in
some sense coming first – since analytical dynamics must treat
boundary conditions as prior in existence to the operation of varia-
tional principles. If this essay is to be kept within bounds, we cannot
here give to the question of the nature of the priority and indepen-
dence of boundary conditions in analytical mechanics, the attention it
deserves. Still, the question is urgent: in what does priority and
independence of boundary conditions consist? While we cannot give a
treatment of this question, we must insist upon the point that ana-
lytical mechanics takes priority and independence of boundary con-
ditions for granted. The analytical conception of mechanics
guarantees selection of a unique trajectory among those not initially
prohibited. But the nature of the prohibitions against which varia-
tional principles work must be as independent and prior to
mechanics. And consequently, as we will now show, macroquantities
are seen as serving as degrees of freedom, so that fewer microquan-
tities are required to serve in such a capacity.11 The metaphysical
framework of analytical mechanics is clearly different from that of the
more familiar Newtonian framework.

In the Newtonian portrait of a system only actual magnitudes of
microquantities receive portrayal. And magnitudes of both forces and
macroquantities are said to be founded on them, through some form
of universal law pertaining to substances or the laws of dynamics they
are bound to obey. (Do not be deceived: the name of ‘‘potential
energy’’ in Newtonian physics attaches to a form of actual energy; the
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name simply designates its difference from energy that is realized by
motion. Potential energy is not construed as a form of potential
motion, in spite of being thought of as a source of potential motion. It
is not a potential form of anything, but simply as a form of energy
independent of motion.) Merely potential magnitudes of micro-
quantities do not inhere in anything. (It is strange, and an expression
of the pioneer’s peculiar stern-heartedness toward the merely poten-
tial, to proclaim that actual magnitudes are properties of an actual
body, but that potential magnitudes, if they are properties of an ac-
tual body, are second-rate or derivative properties – potential mag-
nitudes are ‘‘properties-in-law’’ (pun intended) rather than properties
in the proper sense of the term. Potential magnitudes are, according
to this doctrine, properties in an attenuated sense only.) In the ana-
lytical treatment, actual and potential take equal parts in portraying
physical systems. Potential trajectories are determined by a combi-
nation of constraints, macromanipulations and confinements, which
themselves do not receive treatment via dynamical laws. Identifica-
tion of boundary conditions with various macrofeatures of the
system-in-itself suggests that the analytical conception of system is
‘‘contextual.’’ By this I mean it is inappropriate to request charac-
terization of a physical system taken ‘‘in isolation,’’ if by that is
meant ‘‘without specification of boundary conditions.’’ For, on the
conception of system that emerges here, there is no such entity as this
system in splendid isolation, if this system is not already in splendid
isolation.12 Portrayal of a system, on the analytical approach, is al-
ways of a system situated, rather than of a system-in-itself.

Now Gibbs, widely credited with pioneering those statistical
methods in physics employed by Tolman (1938) and others, took the
following position vis-à-vis his procedure. He viewed the hypothetical
ensembles that his procedure prescribed construction of, as virtual
copies of the system being treated, resembling the true system in
important macroscopic respects, but exhibiting every possible ‘‘fine’’
microstate that is alleged to be compatible with those ‘‘gross’’ mac-
rofeatures. Gibbs’s procedure prescribes assignment of probability
measures, consistent with classical probability, to each subregion in
the region associated with the ensemble. (These assignments, as
N. Krylov observes, are not – and cannot be – made on the basis of
physical theory, but must precede it.) We are then directed to com-
pute phase averages of certain prescribed functions – which are
themselves functions over microcoordinates of systems in the
ensemble. Computation of these phase averages proceeds without
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taking notice of dynamical laws or of ‘‘intermolecular forces’’ – in
other words, without a recognition of any theory, of any kind, that
treats time development or means of handling time development.
Using this method Gibbs was able to derive very suggestive relations
amongst certain phase averages (which are themselves chosen for
numerous suggestive reasons). These relations, as Gibbs recognized,
are precisely those in which thermodynamic variables – macrochar-
acteristics – stand to each other, when the magnitudes under con-
sideration are equilibrium magnitudes.

Gibbs himself, one must hasten to emphasize, referred to the
striking similarities between the relations in which stand true mac-
roquantities and the relations in which stand these certain phase
averages, as ‘‘formal relations’’ or ‘‘analogies,’’ scrupulously refrain-
ing from direct equation of thermodynamic quantities with ensemble
averages. For, in his mind, an equation of thermodynamic quantities
with ensemble averages would have amounted to claiming that
thermodynamic quantities are characteristics of ensembles, not
characteristics of individual systems. Gibbs’s caution is both singular
and commendable. For it is when – and only when – we are prepared
to acknowledge a direct representation relation between phase re-
gions (construing them perhaps as we are here, as unions of single
trajectories) and individual systems, are we in the strongest possible
position for recommending portrayal of macroquantities by means of
ensemble averages. And neither Gibbs nor his followers have had the
temerity to recommend this portraiture scheme.

It is this scheme of representation that we shall be considering, and
pondering its merits.13 What, ultimately, is the positive case for it?
The question will occupy the remainder of this essay.

7. WHAT DOES STATISTICAL PHYSICS BID US DO?

Statistical treatments of thermodynamic phenomena have won much
press and very large followings. The reason is clear: statistical prin-
ciples extend hope that numerous macrophenomena – all quite dif-
ferent from each other – can be treated within the compass of a single
theoretical basis, where Boltzmann’s ergodic theory (which I shall
presently discuss at some length), based upon force-mechanical
principles of explanation, has proven bankrupt. Statistical theories
have indeed produced considerable fruit. ‘‘StatMech’’ has proven to
have a capacity for unifying treatment of an astonishing variety of
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phenomena – from heat and heat transfer, to the response of the
internal magnetic properties of matter in the presence of imposed
magnetic fields, to geophysical phenomena; from the large-scale
structure of matter in all its phases of solid, liquid, gas and plasma, to
the distribution of radiation amongst regions of the spectrum; from
the thermal characteristics of matter, to the structure of particle
scatter. To all of these phenomena, and many others, apply the
thermodynamic concepts of equilibrium, temperature, and entropy –
concepts whose governing principles were originally invented to
handle heat transfer alone.

The discipline of physics has itself come to appreciate that ther-
modynamic concepts cannot be done without, when it comes to
treating the bulk properties of matter in relation to its microprop-
erties. Without so-called ‘‘statistical principles,’’ spokespersons for
statistical mechanics insist, we cannot understand the relations be-
tween bulk, or macro, quantities of matter, and their better under-
stood micro ‘‘basis.’’ But what do statistical principles amount to?
What are the principles of explanation they put into effect? The best
account of statistical explanation, I shall maintain, is as explanation
in which representation of a mechanical system is achieved through
an assemblage (not a sequence) of trajectories. And thus StatMech
resists the master-slave dogma, and instead participates in advancing
nonreductive physics.

Clearly, a region in phase space ‘‘consistent with all macroscopic
constraints’’ (as is the phrase) is precisely that region got by taking the
phase-point-by-phase-point unions of all points on trajectories rec-
ognized by an analytical mode of systems portrayal, as discussed
above. A statistical calculation à la Gibbs, of some phase average
meant to co-vary with some equilibrium feature, will yield calculation
of something that could, on that mode of portrayal, directly represent
a feature of an actual, individual system. Thus whatever successes are
actually had by statistical treatments à la Gibbs, those same successes
can be hijacked in service of an argument favoring identification of
those very same systems with regions, as distinguished from single
trajectories, in phase space. This includes – to whatever extent we shall
say they are successful – statistical treatments of the Second Law.14

Can those same successes be claimed by the standard Newtonian,
single-trajectory approach to depicting systems? No. Not in full. I
shall build a case for this negative reply, to the effect that, whereas
there is no impediment to a counterpart of the Second Law on a
multiple-trajectory or phase-region portrait of individual systems (via
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appropriation of methodologies already available in statistical theo-
ries), there can be, as a result of the Recurrence Theorem, no coun-
terpart of the Second Law of Thermodynamics that treats
temperature or entropy as functions of features of a single trajectory
in phase space, however artfully decorated with forces and the like.
This is so for a very simple reason: there is no function of the ele-
ments of a single trajectory, taken together with the forces in play,
which may serve to signify either of the two most celebrated quan-
tities of thermodynamics – temperature and entropy. There is, in
other words, no function over microcoordinates in a single trajectory
that behaves over time, under the laws of mechanics, the way tem-
perature or entropy ought to behave, if the structure of quantities
described by classical thermodynamics is even possible. I will insist
throughout that the classical description of the behavior of temper-
ature and entropy, in a thermodynamically isolated system, is at least
possible.15 Thereby I am resisting foreclosure of the possibility of true
equilibrium. If we go Botzmann’s way, we are perilously close to
insisting – and doing so on a priori grounds alone – that equilibrium
is impossible. And this is mightily to be avoided.

The case I offer is relatively simple. Suppose that any system can
be represented by quantities in a single trajectory in phase space (a
single line-segment in that space, or a discontinuous sequence of such
segments), in such a way that temperature has a representation in
terms of magnitudes that in turn have a representation on that tra-
jectory. If so, then there must exist a function of microcoordinates
which exhibits monotonic behavior, either increase or decrease, over
time. I shall take temperature as my example, but the same argument
exactly applies to entropy. If the temperature of a system were a
function of any combination of these magnitudes of quantities rep-
resented on a single trajectory (either microcoordinates of compo-
nents, or magnitudes of forces that act on these components), then
either temperature is a function of simultaneous magnitudes of these
quantities, or it is a function of nonsimultaneous magnitudes of them.
Let us take each case separately. Suppose temperature is a function of
simultaneous magnitudes of these quantities. Then the temperature of
a mechanical system must, by the Recurrence Theorem, recur, thus
violating the law, in classical thermodynamics, that temperature in
certain systems approaches an equilibrium magnitude monotonically.

Suppose, on the other hand, that temperature is a function of
nonsimultaneous magnitudes of quantities represented by a single-
trajectory. In order for this function to vary over time in anything like
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the way classical thermodynamics describes, it must be a function
over a sequence of subsegments of the trajectory. Ergodic theorists
have for some time now been keen on developing a single-trajectory
model of thermodynamic features of a system through time. By
insisting upon an account of the macro in terms of actual microco-
ordinates – in other words, by insisting upon an account of the macro
that begins with magnitudes that inhere in a single-trajectory –
ergodic theory proposes to explain the approach to equilibrium
through an illumination purely of the micro. I will review (in
breathtaking brevity) the seminal achievements of ergodic theory,
and then draw my final conclusion: despite successes in achieving an
adequate treatment of a steady-state equilibrium condition, ergodic
theory will have no success whatever in treating the approach to
equilibrium. For ergodic theory cannot provide for quantities that
undergo monotonic increase or decrease. Here’s why.

8. ERGODIC THEORY AND THE APPROACH TO EQUILIBRIUM

The aim of ergodic theory, since its inception, has been to prove an
equality (which is to say a functional equivalence) between infinite
time averages of instantaneous functions of microcoordinates, on the
one hand, and on the other hand, phase averages computed for those
functions (averages across subregions of the complete phase space,
thus averages across point-by-point unions of alternative trajecto-
ries). The agenda of this concerted effort was set early on by
Boltzmann himself. In the course of proving the H-theorem, Boltz-
mann recognized the need to assume that a many-body system, in the
course of time, occupies every point in its phase space ‘‘compatible
with macroscopic constraints.’’ This assumption serves to permit
equation of time averages with phase averages, and this equation of
time averages with phase averages in its turn gives license to equation
of phase averages with equilibrium values of certain privileged
macroquantities. Justification for the replacement of time averages
with phase averages is, on the ergodic agenda, predicated on the
hypothesis that a complex system will spend significantly more than a
majority of its time at phase points consistent with equilibrium
conditions.16 Boltzmann’s assumption, which is now called the
ergodic hypothesis, proved to be altogether untenable, partly for
topological reasons. Thus collaborative effort to rationalize the
equation of phase and time averages through other avenues was
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inaugurated. These efforts culminated in the Pointwise Ergodic
Theorem (the result of contributions by von Neumann and Birkhoff):
in a metrically indecomposable space (a space in which no hyper-
surface representing a constant of the motion of the modeled system
is embeddable), phase averages equal infinite time averages, except
for a set of trajectories of measure zero. (The exception is by no
means insignificant, but I forego criticisms on these grounds.)

The Pointwise Ergodic Theorem – the best basis a single-trajectory
approach to system portrayal can have for laying claim to the suc-
cesses of Gibbs’s equilibrium theory – demands that the segment (or
segments) of a single trajectory corresponding to equilibrium
behavior be of infinite length. Thus two proposals may be put for-
ward regarding the portrayal of temperature for a system
approaching equilibrium: either the domain of the temperature
function contains segments of finite length, or it is comprised exclu-
sively of segments of infinite length. I shall argue that both proposals
must be disallowed: they have, as I shall put it, a failing of episte-
mological origin. Thus the Pointwise Ergodic Theorem cannot be of
much service to the project of accounting for the approach to equi-
librium in terms of single-trajectories. Here, now, is the argument.

On the proposal to admit no finite segments into the domain of the
temperature function, quantities such as temperature belong only to a
trajectory of infinite length. But measurements of temperature require
only a finite time to complete: temperature must be assignable,
therefore, at least in practice, to systems of finite lifetimes. Since the
second proposal makes assignment of magnitudes for temperature to
systems of finite lifetimes problematic, it must be ruled out. The first
option still remains, to treat temperature as a function over a mixed
domain, with equilibrium behavior belonging properly only to those
segments in the domain which are of infinite length. But this too is
problematic: for strictly speaking equilibrium behavior could not
then be assigned to systems of finite lifetimes. But in practice equi-
librium behavior is very much assigned to systems of finite lifetimes –
most systems of our acquaintance are of this variety. And there is no
basis for claiming that somehow the practice falls short of an ideal:
what ‘‘ideal’’ could the practice of assigning temperature to systems
of finite lifetimes fall short of? (If anything, the ‘‘ideal’’ practice of not
assigning temperature to systems with finite lifetimes would fall short
of the practice.) Thus the second option must also be ruled out.
And we are obliged to conclude that behavior described by classi-
cal thermodynamics cannot belong to systems portrayed by single-
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trajectories. The problem is that a single-trajectory account, even
when supplemented by the Pointwise Ergodic Theorem, cannot give
adequate treatment of the developments over time in a system of
finite lifetime, should that system tend to equilibrium.

It may be replied to each of my dismissals that, strictly speaking,
all systems have infinite lifetimes; it is only in practice that we judge
systems to have ceased to exist. This reply, however, will not do: for it
is precisely those systems (if they were judged not to have expired)
that violate the conditions of isolation upon which the Pointwise
Ergodic Theorem is predicated.17 (Of course Ergodic theory seeks to
explain more than the approach to equilibrium, where there is an
approach: it seeks in general to explain the successes of all manner of
statistical treatments. And I am not challenging its relevance on these
other topics, although others – for example Earman and Redei 1996 –
have done so.)

The moral now is this: those who cannot be persuaded to treat the
macro as sometimes-independent are thus condemned to repeat
Boltzmann’s reinterpretation of the Second Law of Thermodynamics.
But surely a much more empirically minded response is to take seri-
ously the possibility of rejecting the single-trajectory model. Where
does that lead us? How do we begin to comprehend the relation be-
tween micro and macro when the master-slave dogma is suspended?

9. PROTOTYPES

As natural as is the proposal to portray physical systems by means of
multidimensional regions in phase space, I know of no one who has
proposed it outright in print. But there have been prototypes, due
notably to Prigogine and Krylov, physicists at odds with the main-
stream. The multiple-trajectory conception of system captures
philosophical insights for which these physicists are grasping. I have
no intention here of advancing or commending their programs of
research. I seek instead to depict their efforts as aiming at a new
conception of the dependence relations between macro and micro,
and so a new conception of physical state.

Krylov and Prigogine have pursued two prominent lines of criti-
cism of the standard single-trajectory portraits of physical systems in
mechanics, but neither of these criticisms has received the kind of
attention it deserves. I shall deal with the criticism due to the Russian
physicist first. Krylov (1979) argues essentially that the standard
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treatment of the state of a system – especially the initial state – in
classical statistical mechanics under the Gibbsian conception of
ensemble, according to which the system being modeled initially
occupies a single point in a ‘‘simple’’ multi-dimensional phase space-
region, is incapable, in principle, of accounting for a monotonic ap-
proach to equilibrium. This, of course, is a conclusion completely in
agreement with my own. However, Krylov’s argument for this con-
clusion runs in a different direction. His complaint is that the
assumptions concerning the structure of initial conditions, made
independently of mechanical theory, cannot be given support purely
within a framework that treats initial states as ensembles of systems
governed by laws that make no reference to macroquantities.
Batterman (1990), in a discussion of Krylov’s argument, suggests that
Krylov’s conception of a more adequate treatment of initial states
must resemble more closely the quantum mechanical conception of
state than it does the classical statistical conception – in view of
Krylov’s apparent desire to represent systems by multidimensional
regions in a phase space by incorporating some kind of motivated
smudging over such a phase region. Batterman subsequently remarks
that for adoption of such a conception, we would require something
like a no-hidden-variable guarantee. But it does not – not if the
conception we can charitably attribute to Krylov is anything like the
multiple-trajectory or phase region conception of system which we
have been here developing. That conception demands surrender only
(rather, one should say ‘‘instead,’’ as it is indeed rather more philo-
sophically substantial) of the master-slave dogma.

The second sort of criticism of single-trajectory system portrayal
belongs to Prigogine and his school. According to the Prigogine
school, the existence of extreme dynamical instability in certain sys-
tems (understood as the possibility that two such systems prepared in
very similar initial microstates may exhibit radically different
behaviors over time) is reason for abandoning the twin conceptions
of exact microstate and single trajectory for such systems. For the
(irreversible) law of entropy increase in these systems cannot be
considered an approximation of any sort (as it would be on a
Boltzmann-inspired reading of classical thermodynamics): the in-
crease of entropy is a fundamental fact. Therefore, fundamental
theories like classical dynamics must be reformulated. On reformu-
lations acceptable to Prigogine and followers, the concepts of exact
microstate and trajectory cease to be useful because they are
‘‘unphysical idealizations’’ (Misra and Prigogine 1981, 1983). The
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Prigogine school moves to probabilistic descriptions in terms of open
regions in phase space-regions over which Gibbs-like distributions
can be defined. This move, they say, is forced upon the theorist by the
facts of dynamical instability. The claim is that the standard con-
ception of state must be abandoned, not for reasons of an origin in
quantum theory, but because of realities that also affect classical
systems.

Batterman (1991, 261), also among the very few philosophers
outside Belgium to comment on the work of the Prigogine school,
remarks that he knows of no way to interpret the Prigogine texts
except as making the bald assertion that underlying exact microstates
cannot exist. He continues: ‘‘It seems to me that nothing short of a
bona fide no-hidden-variables proof (which the Prigogine school has
made no move to supply, and no indications of intent to do so) can
genuinely compel one to give up the concept of an exact state’’ (260).
While there is perhaps no defending the slogans and imperatives of
the Prigogine school, I – unlike Batterman – do know of a way to
interpret its texts so as not to commit its authors to a no-hidden-
variable guarantee. This – again – is by way of a conception of state
portrayal that recognizes independent quantities outside the scope of
the microscopic, portrayal of which demands phase regions.

The point of reviewing these prototypes is not to muster author-
ities, nor to boost the programs of research they advocate, but rather
to summon evidence of dissatisfaction with standard, reductive
modeling of physical systems, and evidence too for the genuine need
for something like the modeling proposal we are now contemplating.
In other words, we can view Krylov-like and Prigogine-like dissat-
isfactions as illuminating genuine needs in physics for something
different from the reductive models. For, in the course of trying to
meet the demands of a material world that is highly emergent at every
scale of analysis, physicists have been attempting – and failing – to
extend mechanical treatments to domains for which reductionist
mechanics is inadequate.

Still, there exists an important need for consistency. This is why it
is crucial to view statistical physics as sharing a lineage with
Hamiltonian dynamics, as well as with other specialized disciplines in
physics. The proposal to adopt multi-dimensional portraits of
systems in phase space is not, as we will see again, premised upon
after-the-fact reflections on closed episodes in physics. Instead, a
multi-dimensional portrait of systems provides a vibrant alternative
to the better-known reductive portrait.
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10. CRITICAL PHENOMENA

Thus far we have enumerated the items irreversibility, the approach to
equilibrium, and calculation of thermodynamic constants (via phase
averages à la Gibbs), as matters that strongly resist handling by
means of single-trajectory portrayals of physical systems. (And,
arguably, the first two phenomena are not really distinct, but different
aspects of the same physical reality.) But we should inquire: are there
other significant matters that are similarly intractable? In other
words, how ‘‘special’’ are the troubles faced by single-trajectory
portrayals of systems? For one might be prepared to deny that there
is such a thing as irreversibility, as Boltzmann was prepared to do, or
that there is such a thing as true equilibrium, again like Boltzmann.
One can, for example, say that there are imitations of equilibrium and
irreversibility only, nothing that is the genuine article. And, further-
more, one might also be prepared to forego – and to do it cheerfully –
the successes of the Gibbs procedure as purely serendipitous and
unimportant.

But if there are phenomena of equal or greater siginificance, that
create equal or greater difficulties for the ‘‘pure mechanical,’’ reduc-
tive theories, and if the phenomena they treat are more pervasive even
than those phenomena treated by classical thermodynamics, then one
should perhaps rethink, wholesale, one’s commitment to this ‘‘pure
mechanics,’’ and consider giving some credit to a more inclusive
conception of the physical. There are indeed phenomena that are
more, or at least as difficult, for reductive mechanics to accommo-
date. They involve phase transitions. And with them we become ac-
quainted with the term universality. Introduction of this term is
intended by physicists to mark the fact that critical phenomena
(which I will now explain) share very general features, even when the
substances undergoing critical transitions are completely different.

Phase transitions are an everyday affair, and absolutely essential to
life on earth: water boils in a kettle, frost forms on the window, and
ice cubes melt in a fizzy drink. Equally, iron is converted from
paramagnetic to ferromagnetic, and certain materials undergo phase
changes to superconductivity or superfluidity under the right condi-
tions, or as a result of human-engineered preparation processes. A
phase transition normally involves either the release or absorption of
what is termed a latent heat: the ice cube melting, the water evapo-
rating, the frost forming on the window pane. The latent heat is either
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absorbed or given off as the material makes a phase transition at a
critical temperature. The emission or absorption of heat is an indi-
cation that the structure of the material is being radically altered, the
constituents entering an entirely new state of organization (or order,
as is the technical term). A phase transition is an all-or-nothing affair:
below the transition temperature we have one phase, and above it
another, while at the transition temperature both co-exist. With a
phase transition comes an abrupt change of, among other things,
densities and specific heat capacities.

To repeat, phase transitions normally involve an exchange of la-
tent heat. But under special circumstances, the phase transition is
called continuous: there is no exchange of latent heat. One can achieve
the special circumstances by adjusting the pressure just so and slowly
tweaking the temperature inside a stout vessel. For example, one can
convert water to steam continuously (i.e., without boiling it) at a
temperature of 647 K, when the density of the substance is at
0.323 g cm)3. These magnitudes of temperature and density define
the critical point of the water-steam transition. (Above the critical
temperature, water and steam cease to be distinct phases.) What one
does is first heat the water to a temperature greater than the critical
temperature under a pressure that exceeds that exerted by steam at
the critical point, and then subsequently reduce the pressure to any
required value but keep the temperature constant (which is accom-
plished by increasing the volume in a continuous fashion).

There are many interesting classes of macroproperties of sub-
stances undergoing continuous phase transition, which have been
very well studied. (Specific heat capacities and compressibilities are
among the more familiar such macroproperties.) The magnitudes of
many of these macroproperties near the critical point depend upon
the location of the critical point (namely, the critical temperature and
the density), as well as on what occurs at the critical point for the
substance in question, even when the magnitude in question is not
attached to the critical point itself. For example, the specific heat of
water at a temperature T, is a function of (among other things) the
difference between T and the critical temperature of water.

The behavior of certain of these macroproperties, near the critical
point, is often in the form of a power law relation with some constant
that defines the critical point. A power law is a (functional) relation
between the macroproperty in question, and another quantity, in
which the magnitude of the one (the former, in this case) stands in an
exponential power relation to the magnitude of the other (the latter).
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And of course the exponent is not itself another quantity; it is, as it
must be, a dimensionless number, very often less than the unit one,
and never a whole number. It is called a critical exponent.

Surprisingly, the critical exponents of such very different transi-
tions as the liquid–gas transition of xenon and the separation of a
mixture of two organic chemicals are equal. This, finally, is univer-
sality. In fact, one can assign each transitional system to a universality
class, in such a way that all systems in the same universality class have
the same critical exponents. Incidentally, assignment to a universality
class is made according to what is called dimensionality – a defined
property of a theoretical model used to classify it. Any two systems in
the same universality class will have the same dimensionality as well
as the same order parameters (more properties of models; in the
simplest case it just amounts to the difference in densities in the vapor
and liquid) of the same dimensionality. (For example, the order
parameter for a substance between its liquid and vapor phases, is
defined as the difference in densities between the liquid and vapor.)

What explains universality? Friends of the master-slave dogma are
on record as saying that it is the microinteractions – the force
interactions amongst the microconstituents. But there is a problem.
They shall want to call it a paradox, and insist upon a solution to it, if
only we are clever enough. For on the one hand they wish to say that
these force interactions are responsible for the very existence of phase
and phase transition; and on the other hand, they have got to admit
that the details of these interactions cannot play any role in deter-
mining the critical exponents, since the critical features stay the same
across different substances within the universality class, whilst the
forces, and the details of to-ings and fro-ings amongst constituents,
change radically from one member of the class to the next. Alter-
natively, the dogmatist might wish to challenge that there is such a
thing as true universality (to parallel Boltzmann’s move vis-à-vis
equilibrium) – to gainsay the physicists’ universality claim that uni-
versality classes do indeed exist as a reality, instead of as a purely
convenient fiction. When we trade in such deflationist ideas, we in
effect advance the proposal that utilization of universality concepts
(or macroconcepts, or equilibrium concepts, or what-have-you) is
merely dealing in approximation methods – methods that put into
motion concepts with no literal referents. And we might even justify
this move in the name of complexity management. The stouthearted
reductionist might even challenge the very reality of phase, in terms
of discontinuity, since this (if it is anything) is a clearly macro
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phenomenon whose reality is (as such) tenuous. The true reductionist
might thus challenge the very reality of phase transition. But this
challenge will, obviously, come at a price, for we can no longer regard
as absolutely undeniable these so-called discontinuities.

When steam condenses on the window pane, there is apparently in
the instant when the steam’s temperature falls sufficiently low as to
enable (at the given pressure) the transition to occur, an instanta-
neous change of the bulk properties of the substance H2O undergoing
the change. Latent heat is instantaneously released. And it would
seem that the boundaries within which these transformations occur
are absolutely rigid: they are constants for that substance, which
(according to the so-called scaling hypothesis) are related to one an-
other, as well as identical with the constants for every (completely
different) substance in the same universality class. And so what seems
to be absolutely undeniable is the fact that the constants – and thus
the quantities associated with them – belong to a macrostructure that
is shared among substances that are as different from one another,
when it comes to the microscopic, as substances can possibly be.

We could regard this as proof positive that the macro is not slave
to the micro in the way that friends of that dogma promise, or in the
way that prophets of ‘‘purity’’ in mechanics have been hoping. The
bulk properties of a substance, we might conclude, do not (logically
or metaphysically, or even functionally) follow upon its microstruc-
ture, because nothing in the way of micro is shared between the
different substances that belong in the same universality class. Fur-
thermore, the same suites of macro properties are not prohibited
from being shared by substances with different microstructure. But of
course this fact – if we choose to allege it is a fact – is extraordinarily
hard to establish decisively. For it is a negative thesis: that there is
nothing in the way of microstructure shared amongst the substance in
the same universality class.

A prophecy has emerged in these latter days in the work of
Batterman, inspired by ideas mined from Khinchin. This prophecy
is to the effect that macrostructure is not a matter of the details of
microstructure, but rather results from subtraction of detail. Mac-
rostructure, on this proposal, is best understood as the large-scale
features, rather than the small-scale features of matter. One might
even call on such abstract things as dimensionalities and order
parameters to explain what the different microstructures have in
common, in virtue of which they give rise to the same macrobe-
haviors. Furthermore, macrobehavior might have as much to do
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with the environments in which collectives of microbodies find
themselves, simply as a matter of accident, as it has to do with the
internal properties of such collectives, which latter are due entirely
to inter-atomic forces between constituents. Thus, as the suggestion
might go, an account of the macro should instruct us in identifying
the salient large-scale features of enormous collectivities, as well as
instruct us in identifying those salient features of an environment
for which we can credit the macro behavior. Let us call this latter-
day position enlightened dogmatism: ED, for short. It is worth some
very long consideration, before it can become clear that we must
resist it too.

11. INTIMATIONS FROM THE THEORY OF RENORMALIZATION

The proposal we have been considering – to the effect that we have to
adjudicate each claim of a macroquantity to being a degree of free-
dom in its own right, on the merits of the individual case – has two
consequences, one practical and the other philosophical. The prac-
tical consequence is that the proposal liberates us to consider prob-
lems that resist reductive treatments as prescribed by the master-slave
dogma, under a more liberal form of analysis, but still well within the
confines of physical theory. The philosophical consequence is that
now we have to undertake philosophical study of new schemes of
representing the relations amongst micro and macro, in order to give
a philosophically respectable account of what it is for systems to
exhibit macro degrees of freedom in a particular circumstance. And
when we have arrived at one (or more) such account, we will have
inaugurated a new era, philosophically and scientifically. For in that
era, what will have seemed impossible to explain before, when we
adhered dogmatically to the idea that there is only one sort of recipe
for constructing explanations of physical phenomena, shall then be in
the market for physical explanation of a whole new kind – a kind of
explanation that is prepared, in view of certain evidence, to allocate
degrees of freedom to the macro.

I shall be contending, in what remains of this essay, that this new
era is already upon us. That we have already arrived at this new place
for explanation, or nearly, but have not yet acknowledged this fact to
ourselves. Already much of the apparatus of mounting nonreductive
physical explanations is in place, but the academic community is
altogether too much philosophically shaped by the old master-slave
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dogma to take notice of this fact. My philosophical task now is to
show that the old dogma need no longer command blind adherence.

The nontrivial work (as always in physics) is to identify the
quantities that deserve the name of a degree of freedom, and then to
proceed with articulating a theory according to which this quantity
plays its key role. In the last few decades, a branch of physical theory
has been maturing, which specializes – as I will now urge – in pro-
duction of physical explanations in which the macro plays an inde-
pendent role in a very suggestive way. The theory is called
renormalization, and its disciplinary home is – ironically – classical
dynamics. I say ‘‘ironically’’ because classical mechanics has histori-
cally been home to such luminaries in the world of reductivist mod-
eling as Ludwig Boltzmann. Ironically too because founders of
renormalization theory continue to view their ideas as friendly to
enlightened dogmatism. For example Binney, Dowrick, Fisher and
Newman write: ‘‘there is a paradox here [!!]: on the one hand it is clear
that inter-atomic forces are responsible for the very existence of a
phase transition; on the other hand the details of these forces cannot
play any role in determining the critical exponents, since these stay the
same when the atoms, and therefore the forces, change’’ (Binney et al.
1992, 21). Thus, ironically, many physicists see themselves as having
to solve the paradox of holding on to apparently inconsistent views,
when just possibly the simple resolution of their dilemma is to
acknowledge the inconsistency and to cast the reductivism adrift.

Renormalization is another chapter in the recurring saga of
competitions between micro and macro in mechanics – between
reductive and nonreductive physics. Had the practitioners of renor-
malization declared openly an anti-mechanist philosophy such as I
am now suggesting we might need to do (in the interests of philo-
sophical honesty) in their behalf, and had they separated from the
pure mechanists and founded a branch of mechanics all their own,
they would have diminished considerably the chances of being taken
as seriously as now they are. They have achieved their scientific
credentials upon the merits of looking upon their founding problems
through the lens of a ‘‘paradox’’ – to the effect that somehow certain
details of microstructure have to be overlooked, even though
microstructure must, ultimately, be given the credit for the behavior
to be explained. Here, in broad outline, is one way of construing the
explanatory form of a characteristic treatment of specific critical
phenomena – a form which, I will insist, is inconsistent with the
enlightened dogmatism its practitioners espouse.
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A system is essentially identified by a certain function called its
Hamiltonian (for no other than the Hamilton of analytical mechan-
ics), which characterizes the magnitudes and distributions of its dif-
ferent forms of energy. Ideally, this Hamiltonian would code for all
such information as one purports makes a difference to the motions
of individual bodies that compose the system being treated – for
example, the effects of interaction forces amongst a system’s com-
ponents, external force fields acting upon the system, and confine-
ments such as boundary walls. (The postal address of the laboratory
– please note – gets no special mention. For it’s not so much even the
particles, as particles, that frame a system’s behaviors, but the
structures of motion which together they orchestrate.) Of course the
ideal of encoding all such information is impossible to achieve when
there are on the order of 1023 microscopic bodies acting as inde-
pendent sources of action within such a system.

Until the 1970s all theoretical calculations of critical exponents
were made in one of three ways: (1) by solving an exact equation of
motion (by guessing at a Hamiltonian, for example as a function of
thermodynamic macroquantities taken as ‘‘primitive’’ if not explicitly
as degrees of freedom) for its thermodynamic properties, within the
confines of a certain thermodynamic theory, or (2) by direct
numerical simulations applied to such an equation (using for example
a Monte–Carlo method), or (3) by tinkering with equations that
achieve good accommodation of data outside of the critical regime.
But in 1966, Kadanoff articulated an idea that would grow in time
into the theory of renormalization. (A precise quantitative analysis
presented in support of it by Wilson and Kogut in 1974 provided it
the required credentials.) The idea, very generally, is that instead of
seeking to home in on the right Hamiltonian, or the right solution to
the right equation of motion, we can instead seek to transform the
problem of that search into a different problem – a problem in the
space of Hamiltonians. The problem will have a solution only if the
certain features of critical behavior we are examining – the critical
exponents for example – truly are universal.

Renormalization theory begins with a space – not of Hamiltonians
proper, but of effective Hamiltonians. An effective Hamiltonian is a
calculation of energies based upon a choice of a statistical distribu-
tion function for some variable connected with motion. It is, essen-
tially, the ‘‘energy we would expect if’’ motion (for example) was
distributed according to a particular recipe within the allowed range.
The space of effective Hamiltonians is a space of as many dimensions
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as there are factors (‘‘variables’’ or ‘‘parameters’’) to be taken ac-
count of when Hamiltonians of a certain class are specified: we can
think of it as the space of all possible system configurations for a
certain very general sort of system. From the beginning we are told
that the effective Hamiltonian will have, as one of its parameters, a
temperature. In fact, one can view use of an effective Hamiltonian –
because of its statistical character – as just another way of saying that
the Hamiltonian proper is a function of temperature, since often
temperature itself is thought of as a (rough, molar, shorthand) way of
coding for an energy distribution of some sort. We can legitimately,
therefore, view renormalization theory’s effective Hamiltonian as a
function of temperature taken as ‘‘primitive’’. And this, effectively, is
a ground for taking seriously the proposition that renormalization
theory confers a degree of freedom upon temperature. Now, if we are
prepared to accept temperature as a degree of freedom in a range of
cases, as I am, then renormalization already amounts to a nonre-
ductive theory. But let us for the sake of argument forego attribution
of a degree of freedom to a macroquantity at this stage. We shall have
even better reasons for it.

The trickiest part in mounting a viable renormalization theory for
a particular system is to identify, for each space of Hamiltonians: (1)
a blocking procedure and (2) a renormalization transformation or
flow, both of which will eventually have something to do with
dimensionality and order parameter, if all goes well. (1) The blocking
procedure is an operation performed upon a lattice, and depends
upon the sort of symmetry manifested by the sites in that lattice. You
may ask: what does a lattice have to do with the critical behavior of,
say, a fluid? The lattice is, effectively, a model of spatial occupation
by (say) fluid molecules. And the blocking procedure is a way of
replacing one occupation scheme with another. (Figures 1–3 present
visually several examples of blocking procedures.) (2) The renor-
malization transformation, on the other hand, is way of replacing
(‘‘flowing’’) by discrete jumps from one Hamiltonian representing the
original occupation scheme, to the next occupation scheme (with
potentially different occupants as well as different configurations of
occupants) got by iterating the blocking procedure one more step.
(Therefore, we can think of the renormalization flow as a dual, in the
space of Hamiltonians, of the iteration of the blocking process.)

Features of a flow (if we’ve selected a ‘‘sensible’’ one – which is to
say, one that will get us these results) will include attractive fixed
points, repulsive fixed points, mixed (saddle) fixed points (see
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Figure 1. Renormalization of a square lattice. The linear dimensions of the lattice on
the right must be shrunk by a factor of b=2 to render it similar to the original one.

The final lattice therefore has fewer sites than the original by a factor of b2=4.

Figure 2. An alternative blocking scheme for renormalizing the square lattice. Here

all length scales must be divided by a factor of b=�2. The final lattice will therefore
have fewer sites than the original by a factor of b2=2.

Figure 3. Renormalization of a triangular lattice. The linear dimensions of the lattice
on the right must be shrunk by a factor of b=�3 to render it similar to the original
one. The final lattice therefore has fewer sites than the original by a factor of b2=3.
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Figure 4). Some of these fixed points – namely, the mixed ones – will
qualify as critical fixed points. And various lines of flow around
critical points will be identifiable as critical surfaces – surfaces where
critical behavior takes place. Critical exponents can then be calculated
as features of the location of and flow upon and across the critical
surface near the critical fixed point. Critical exponents, on this anal-
ysis, come out as functions also of the parameters used in the blocking
procedure. Equations of motion are never solved. And, indeed, how
matters progress over time is never as such a matter of concern, for it
is never the route by means to arrive at analysis of the behavior – in
this case, critical behavior – for which illumination is sought.

What lesson might we take away? Well, if we credit the foregoing
account of the explanatory form of the theory of critical phenomena,
we might conclude that dynamics of constituents – as such – has little
or nothing to do with macro features of behavior. We might con-
clude, in other words, that the bulk features of a macro body owes
nothing of substance to the microinteractions amongst the constitu-
ents of the matter of which it is comprised – that its macrofeatures are

Figure 4. Illustration of the lines of flow about the three types of fixed points: (a) an
attractive fixed point, (b) a repulsive one and (c) a mixed fixed point.
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independent (in the sense defined above), and are governed by laws
that are not dreamt of in reductive mechanics. Hence that we must
confer degrees of freedom upon the macro, and regard such features
of the bulk as its temperature as the appropriate ones in terms of
which to give a ‘‘rock-bottom’’ analysis of certain phenomena. This
point of departure can open out onto a new sort of analysis of the
physical phenomena – a sort of analysis that was not available when
we were restricted to micro degrees of freedom only.

Of course we could never prove the negative judgment at the core
of this proposal – to the effect that there is no dependence (in the
sense defined above) of macro upon micro. After all, it’s precisely
because the mathematics of dealing with something on the order of
1023 variables is impracticable, that folks have had to resort to
different means of analysis. But the very fact that one can do so
suggests that one could be satisfied with the results, without having in
addition to lay empty claims to the alleged fact that these results
would follow also from an analysis which took a pathway through the
micro as the most fundamental reality on which all rests, subtracting
away where necessary whatever is irrelevant. But it is precisely this
purported fact – that the micro is the most fundamental reality on
which all the macro rests – to which many folks dearly love to
appeal, so as to stay on the right side of enlightened dogmatism.
Two remarks in reply. First, the appeal to the micro is a promissory
note that has never and could scarcely be made good. Second, it is
quite inconsistent, or at least out of consonance, with much of what
we can legitimately say about the procedure of renormalization. Let
us now turn to this subject.

12. KHINCHIN’S WAGER

Khinchin was perhaps the first physicist to give expression to the
prophecy I called ED above. He had the notion that the bulk prop-
erties of matter were derived from features of its microscopic inter-
actions that are shared with all substances. He wrote:

Statistical mechanics has for its purpose the construction of a special physical theory
which should represent a theoretical basis for some parts of physics (in the first place,

for thermodynamics) using as few special hypotheses as possible. More precisely,
statistical mechanics considers every kind of matter as a certain mechanical system
and tries to deduce the general physical (in particular, thermodynamic) laws

governing the behavior of this matter from the most general properties of mechanical
systems. . . (Khinchin 1949, 7)
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By this idea of ascending to the highest level of generality possible,
Khinchin sought to explain why Gibbs’s phase-average method of
calculating thermodynamic constants succeeds.18 And the program
Khinchin inaugurated has achieved a number of successes.19

Khinchin’s idea is to assume that interactions between particles of a
substance are negligible for purposes of calculating thermodynamic
quantities, which are consequently written down as sum-functions
of the right sort (thereby giving mathematical muscle to the
assumption that interactions between individual particles don’t
amount to anything), and then proving (by judicious applications of
the Central Limit Theorem of probability theory) that time-averages
for these functions approach the corresponding phase averages as
the number of particles of the system goes to infinity.

Some very powerful criticisms have been made of the Khinchin
program,20 the most important for our purposes being that the
assumptions for application of the Central Limit Theorem fail par-
ticularly in the critical regime. True: Khinchin did not aspire to ex-
plain critical behavior – he hoped merely(!) to account for classical,
static equilibrium behavior. But one would expect that a theory that
purports to explain via appealing to universal features of mechanics,
would in point of fact be better placed to account for critical phe-
nomena, since this is precisely where ‘‘micro details don’t matter.’’
But it could not possibly do so, since its assumptions fail manifestly
in these regions. I want to refer to Khinchin’s idea – to the effect that
solution of numerous problems to do both with equilibrium and
out-of-equilibrium thermodynamic behavior can be effected by rising
to a high level of generality, and thereby vindicating the idea that
details don’t matter – as Kinchin’s Wager.

The antireductivist takes the other side: handling macro phe-
nomena by means of a ‘‘subtraction’’ strategy is misguided. Sub-
traction by itself is insufficient. Addition too is needful. How will this
debate be played out?

Batterman (1998, 2000) proposes to win Khinchin’s wager by
appealing to renormalization theory. He suggests that the renormal-
ization procedure, which I outlined in the previous section, achieves
just the sort of maneuver Khinchin urged: it achieves the elimination
of microscopic detail, whilst bringing into sharper focus the most
general features of a many-body system’s physics. And that it can do
so for every regime of behaviors: it is not limited to treating just the
classical regime, but can take account also of critical phenomena.
Batterman’s characterization of renormalization theory is as follows:
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One introduces a transformation on this space [of Hamiltonians] that changes an

initial physical Hamiltonian describing a real system into another Hamiltonian in the
space. The transformation preserves, to some extent, the form of the original
Hamiltonian so that when the thermodynamic parameters are properly adjusted

(renormalized), the new renormalized Hamiltonian describes a system exhibiting
similar behavior. Most importantly, however, the transformation effects a reduction
in the number of coupled components or degrees of freedom within the correlation

length (Batterman 2000, 127).

He then concludes, with heavy emphasis, that ‘‘the renormalization
group transformation eliminates degrees of freedom (microscopic
details) which are inessential or irrelevant for characterizing the
system’s behavior at criticality’’ (127), in effect, that renormalization
theory vindicates ED, because ‘‘it is a method for extracting just
those features of systems, viewed macroscopically, which are stable
under perturbation of their microscopic details’’ (129).

But what could elimination of degrees of freedom mean, for
someone who adheres to ED? What does it mean for Batterman? He
does not tell us in so many words. And his language suggests that all
he means by the form of words is that the variables in the equations
we must subsequently handle, at any given stage of renormalization,
are fewer than at the stage previous. This meaning is in no way
related to degrees of freedom in our sense. Indeed, this meaning has
no metaphysical significance whatsoever.

It is illuminating perhaps to follow Batterman’s argument from
the top (or, rather, in the Appendix to his 2000). To do so we must
begin by defining the notion of a correlation length, roughly, as the
typical spatial distance over which the behavior of one microscopic
quantity (here Batterman appears to equate ‘‘microscopic quantity’’’
with ‘‘degree of freedom’’) can be correlated with the behavior of
another. In essence, correlation length is the distance one has to go
from a given particle before one can pretty much be assured that its
effects can safely be ignored for purposes at hand. Think of a lattice
of spins. Above the critical temperature, and away from external
magnetic fields, neighboring spins on the lattice interact in a way that
tends to align them parallel to each other. This produces ferromag-
netism. As the temperature is increased, however, thermal energy can
randomize the spins, so that ferromagnetism can be lost. But as
temperature is reduced toward the critical temperature, the spatial
extent of blocks with correlated spins will increase (reaching ‘‘infin-
ity’’ as we reach the critical surface). Think of correlation length as
the extent of blocks with correlated spin.
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Now renormalization, claims Batterman, is a process that pre-
serves certain features of a lattice, but refers to a trajectory along
which there are variations in correlation length. Repeated application
of the renormalization transformation results in ‘‘a sequence of
Hamiltonians all of which describe systems with the same lattice
spacing, but where the correlation length gets smaller and smaller (or,
in reverse of this flow, bigger and bigger) with each iteration. As a
result, the new Hamiltonians describe systems with fewer and fewer
coupled degrees of freedom within their correlation length’’ (139).
Movement along this trajectory, it would appear, is analogous to, or
perhaps even identical with, taking a single system and adjusting its
temperature – although Batterman himself is careful not to say that
we have the same system throughout. The language in textbooks on
renormalization utilizes the term ‘‘physical trajectory’’ for the tra-
jectory Batterman describes. But the problem is that this couldn’t
possibly be interpreted as a physical trajectory in the ordinary sense,
as a renormalization transformation is officially a change of system,
because it is officially a change of microstructure.

What Batterman is claiming is this: if we can begin at different
points in the space of Hamiltonians, and through application of the
same renormalization procedure reach the same (critical) destination
point, this shows that the beginning points which correspond to
different substances will be possessed of the same critical behavior.
And that this explains the universality we seek to explain.

But how? Where, precisely, is the explanation? Where, precisely, is
the vindication of ED and Khinchin’s wager? What, exactly, corre-
sponds to the so-called elimination of degrees of freedom? After all, we
are ‘‘flowing’’ from one system or sort of system to another: the
referents of our analysis elude us. What is the meaning of the ren-
ormalization procedure – renormalization flow – that allows us to
reach Batterman’s favored conclusion? All we are told is that ren-
ormalization flow emanating from different origination points can
reach the same destination point.

The trouble we are having in understanding Batterman’s position
is this: once a renormalization transformation is applied to a
Hamiltonian, we can no longer say of the result, that it corresponds
exactly to the original system or substance. More precisely, we
cannot do so on grounds that a friend of ED – in whose company
Batterman cheerfully locates himself – can accept. So a friend of ED
has to tell us how to understand the meaning of a flow in the space of
Hamiltonians, if we are to credit the account as a vindication of ED.

MARIAM THALOS170



13. THE VARIETY OF MACRO

Consider the following – contrasting – explication of the renormal-
ization process. This is now the construal of the mathematics I am
urging. Renormalization does not so much eliminate degrees of
freedom (as Batterman says, and whatever he means by this), as it
substitutes or replaces some degrees of freedom for others. And now
we are using the term ‘‘degree of freedom’’ in the sense that we
defined above. In other words, renormalization is a method that re-
cruits a formal mathematical iteration procedure. The goal of that
procedure is replacement of language that refers to microproperties,
with language that refers to macroproperties. Renormalization, on
this construal, provides a way of bridging language about micro with
language about macro, in much the same way that a definition of
macro in terms of micro would do. But renormalization avoids
reduction. Because it avoids equation of replacing quantities with
replaced ones, as I will now explain.

Instead of displaying a series of equations, each derived from the
one before, and so essentially asserting that the derivedmacrobehavior
derives from postulated behaviors of microfeatures, a renormalization
flow postulates instead the elegant, recursive definition of a univer-
sality class (a class of macro structure or behavior), from micro to
macro in increasingly meso terms. The blocking scheme is the means
by which this elegant ascent via recursive definition is pulled off. To
each pair of blocking scheme and renormalization flow, which gives
rise to a space of fixed points and critical surfaces, there corresponds a
class of macrostructures or behaviors. The blocking scheme that
characterizes a particular Hamiltonian space (or lattice) is therefore
the macro scheme for a class of substances. The renormalization
‘‘group’’ is therefore the macroclass to which a substance belongs – its
macrocategory. This is why, when we identify a renormalization group
correctly, and not before, we discover a space in which interesting
topological structure comes into focus – structure that accords with
observed meso and macrobehavior. (When we attempt placement of a
substance in the wrong macrocategory, our analysis is essentially
garbage: all we get is noise. And this shows that its macro character-
istics are different from what we are guessing them to be.) The inter-
esting topological structure is just the sort of qualitative stuff that goes
along with belonging to a particular macrocategory.
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On this way of explicating the strategy at the heart of applying the
mathematical apparatus in the fashion we have reviewed, a renor-
malization transformation (of the real space variety, at any rate) is
one that actually achieves an analysis of a macro class or macro
characteristic, as a matter of spatial structure – and not as a matter of
the nature of molecular interactions. And this gives true expression to
the idea that macro is a spatial affair, rather than merely a ‘‘bulk’’
affair. Being a macrofeature, when this strategy of explication works,
is a matter of spatial organization, as contrasted with being a matter
of numbers, or heft, or complexity of interactions. There is no change
of system in the renormalization process: there is only a step-by-step
recharacterization of the Hamiltonian, by ascension, in increasingly
macro terms. Renormalization flow, when we’ve identified the right
one, substitutes an increasingly macro characterization of certain
important characteristics for a microcharacterization, in a step-by-
step fashion.

If this proposal for interpreting the renormalization procedure is
correct, then the abundant successes of the theory of renormalization
should be regarded as further evidence that microstructure does not
fix macroclass, because it does not exhaust all degrees of freedom.
For, if renormalization is correctly thought of as the identification of
the macro class into which a certain substance falls, then it follows
that something further to microstructure requires identifying before
behaviors of the substance under study can be fully explained or
described. The renormalization group under which a substance falls,
is precisely that fact about its macro structure that corresponds to
how the micro constituents come together in blocks when there are
enough of them within spitting distance. The renormalization group
is therefore simply a very elegant way of characterizing macro
structure. The topological structure resulting from renormalization
flow, within a given space of Hamiltonians, belongs to each substance
which itself belongs to the universality class. Thus systems, on this
explication, are not mere ‘‘points’’ within a space of Hamiltonians, as
the devotees of ED must insist. Rather, their macro structure – or
part of it – corresponds to a certain structure of that space. And of
course this understanding of renormalization is very much at odds
with ED. But it makes at least as much, if not more sense of the
renormalization procedure, as any proposal so far advanced in a
reductive spirit.

Of course devotees of ED will challenge as follows. They will
surely say that microstructure must determine the ‘‘correct’’ or
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‘‘appropriate’’ blocking scheme. The reason: what else could? But,
methinks, the challenge really favors the other side. It is up to friends
of ED to show how it must be as they say; indeed that it even can be
as they say, in light of this rather agreeable way of interpreting ren-
ormalization theory. For one very important feature of renormal-
ization theory is that it provides no prescriptions or formulas in
advance for passage from a complete microdescription to the ‘‘cor-
rect’’ renormalization group. As Batterman himself puts it, identify-
ing the blocking scheme properly is part of the ‘‘art’’ of the method.
And this is just another way of softening to dogmatic ears the bad
news that there is no formula. And as critics are bound to insist, if no
formula, why suppose there is any dependence relation of sort de-
manded by their philosophy? By denying the existence of a formula,
as there seems to be abundant grounds for doing, the theory of
renormalization is, plausibly, conferring degrees of freedom upon the
macro. And by extracting a confession to the nonexistence of a for-
mula, the other side can insist that Khinchin’s wager has not been
won. And perhaps will never be. Can the other side press the
advantage further, and insist that without grounds of this sort (a
formula for identifying, on the basis of microstructure, the univer-
sality class), advocates of ED must abandon their position?

For the opponents of ED, renormalization theory contains the
seeds whereby to cultivate, in a most elegant way, that rich array of
distinctions amongst macrocategories that will enable the variety of
macro categories (in Sokolowski’s words) to stand forth for what it is.
They can recruit this interpretation of renormalization in the service
of the thesis that we need no longer understand macro categories in
terms of a single unilluminating decipherment – in terms simply of the
phrase ‘‘founded upon the micro’’. To them renormalization can be
interpreted as denying the truth of this proposed decipherment: it
liberates the macro.

14. THE MEANING OF MACRO

Liberating the macro does not solve decisively or automatically all the
difficult long-standing problems of physics. What it does, however, is
provide new resources for handling quantities and the relations
amongst them, so that new routes to solution of these long-standing
problems become available. Definition of macroquantities need no
longer proceed exclusively via ordinary functions of microquantities,
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as for example Khinchin proposed. As in renormalization theory,
definition of a macroquantity, or class of such, might proceed by
application of an elegant – albeit complex – mathematical procedure.
And this invites a few philosophical reflections on the meaning of
macro. Specifically, it invites reflection on whether a macro quantity
must always be viewed through the lens of a ‘‘decipherment’’ – a way
of coding for micro phenomena in a nontransparent way.

From the very beginning of the modern tradition in science there
have been those who have maintained that certain macrofeatures of
objects were due to realities extrinsic to the objects themselves. In-
deed they conceived of certain features, whose grammatical mani-
festations in our language do not distinguish them in any way from
those of their less interesting counterparts, as relations in which the
objects stand to other entities – namely, observers. Color was the
example of choice: color, according to the eminent John Locke, does
not belong to something intrinsically; nor does it ineluctably belong
to all the parts, however small, of the colored object. Instead, color is
to be conceived as a relation in which the colored object stands to an
observing entity – a relation, moreover, that requires a third party
interaction: color requires the presence of illumination. Thus being
red, for example, came out as a thoroughly contextual affair, medi-
ated by some very complicated physical interactions at the micro
scale. Another more recent example involves the quality of being a
planet or a mother. Manifesting either of these qualities involves the
existence of other entities to which one is related in certain ways.
Being a mother or a planet is a contextual affair; it involves being
drawn into the orbit of something.

The master-slave dogma has no quarrel with relations as such. But
it takes exception to a certain class of them. The master-slave dogma
aims to restrict, in the name of the scientific enterprise, allowable
relations to simple functions of microquantities. The substance of this
essay has been to the effect that this restriction is proving inimical to
the aims of very science itself, so that even physics is having to violate
it, albeit under cover of darkness.

Now, refusal to adopt the master-slave dogma is refusal to
acknowledge the need to view the macro through the lens of a
decipherment. It is a refusal to give credit to the idea that all the
independence in our world lies at the level of the minutes parts of
matter. It opens up the possibility of a science of the macro in its
own right.
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NOTES

1 Robert Batterman too (particularly in Batterman 2000, 2002) defends the thesis
that physics employs a variety of explanatory strategies, so that we should resist the

doctrine that physics is a reductionist enterprise. But his analysis of the varieties of
explanation physics is very different from mine, as will come out eventually in this
essay. In particular, he has no resources for an argument to the effect that we should

not view physics as uniformly reductive.
2 A quantity is a feature which may vary in magnitude with time, taking on no more
than a single magnitude at a single moment in time. Thus a quantity is a concretum,

metaphysically speaking, which possesses an identity through time; it is not an ab-
stract object like the mathematician’s variable.
3 For a full treatment of this subject (see Thalos 1999a, b).
4 I taxonomize some of them in Thalos (2002).
5 The claim that designation of the degrees of freedom of a system cannot be made
absolutely or uniquely is stressed in standard textbooks on classical mechanics.
According to the New Dictionary of Physics, this nonuniqueness is due to the fact

that the ‘‘generalized coordinates may be chosen in more than one way’’ (emphasis
added). How so? If we wish to specify displacement of the center of a billiard ball,
say, from a certain reference point, within a closed room, we can do it in (much)

more than one way. We can specify rectangular coordinates of a vector with tail
anchored to coordinates of the reference point; rectangular coordinates will be
vertical distances of the center of the ball from planes which intersect at right angles

at the reference point. We will, of course, require three coordinates to make the
specification in a 3-dimensional room. Or we can designate the center of the floor as
reference point and one ray lying in the floor and emanating from that point as

direction of reference, then specify two angles (an azimuthal angle, and a vertical
angle) and a distance from the center of the floor. And there are as many more
schemes of specifying displacement as we might care to have about. Specification of
all six coordinates mentioned above will reveal that (at least) three of them will be

excessive, because (at least) three will always covary with the others. And if the object
whose coordinates we wish to specify is constrained to remain on a particular sur-
face, say a model train track, then we will recognize that even three coordinates is

excessive, and we can make do with fewer yet (for instance, merely distance along the
track from a certain point will pinpoint the caboose). The smallest number of
coordinates required to specify the location of an object is that object’s number of

degrees of freedom.
6 Note: the converse of this Proposition is false, since when X is a degree of freedom
of r butY is not, it does not follow thatY is founded on the {X}, for it might be that Y
is founded on some third quantity which gives it shape, and is not given shape to by X

at all. Hence we have not presented sufficient conditions for physical foundation in
terms of shaping. For more on the relations among dependence relations – functional,
physical, ontological and causal – see Thalos (2002) for further discussions of this and

related matters.
7 This is true whether or not we decide to handle all the merely potential magni-
tudes, in addition to the actual ones; for more on this issue see (Thalos 1999a).
8 The notion of ‘‘mechanical’’ employed by Poincaré is defined in terms of a par-
ticular kind of single path in phase space – specifically one definable by the operation
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of a unitary mapping, with an inverse. Such a path has the characteristic that it never

crosses over itself. Thus it respects a certain thesis of determinism.
9Much has been made, in connection with the topic of theory reduction, of the fact
that Boltzmann’s understanding is incompatible with the classical understanding.

But it is not my purpose to discuss the status of the thesis that new theories in physics
supercede old ones when (1) the latter are deducible from the former; (2) the latter
have either greater scope or new predictive successes.
10 Relativity repairs certain deficits of Newtonian physics by adding the constraint
that influence cannot be transmitted instantaneously, but must cross the intervening
distances between source and patient.
11We can put the difference between the two modes of system portrayal another way.
We can say that the Newtonian mode prefers to store information locally, where this
is possible. Where not, it stores information in a law (like Newton’s Second) that
interrelates local information. By contrast, the analytical mode of portraying systems

has no preferred means of storing information; it is just as happy to store infor-
mation in an unlocalized format as it is to store it in a local one. In general, it prefers
economy to format. If information is more economically stored in nonlocally, then

the nonlocal method of storage will be chosen.
12 Lanczos (1949) puts it this way: ‘‘The analytical approach to the problem of
motion is quite different (from the Newtonian approach). The particle is no longer an

isolated unit but part of a ‘system.’ A ‘mechanical system’ signifies an assembly of
particles which interact with each other. The single particle has no significance; it is
the system as a whole which counts.’’
13 Details of the scheme for how, precisely, to coordinate representation of ther-
modynamic macroquantity and phase function – which function is appropriate to
which thermodynamic quantity – are b no means either obvious or trivial. And they
cannot be handled with any justice outside a treatise on thermodynamics. But these

questions, while their treatment lies beyond the scope of this essay, and while they
owe their elevated salience to the proposal that phase regions (not points or tra-
jectories) shall designate physical systems, they can nevertheless be left to themo-

dynamicist. The case we shall sketch for this general proposal neither involves
reference to a particular representation scheme, nor demands one.
14 See Sklar (1993) for a survey.
15 Krylov (1979) and the Prigogine school and the Prigogine school (Prigogine 1980;
Misra and Prigogine 1981, 1983; Misra et al. 1983) have done the same, in a variety of
contexts. But even if we are wrong in so insisting, my arguments still will demonstrate
the gulf between classical thermodynamics and the customary single-trajectory con-

ceptions of mechanics.
16 It is clear that the proposal to model systems by multiple trajectories bypasses
the need for equation of phase and time averages, since phase averages on that

proposal are properties of individual systems, not properties of collectives of such
systems.
17 The Pointwise Ergodic Theorem permits replacement of phase averages with

averages calculable from, and therefore belonging to, a single trajectory. The The-
orem thus permits admirers of ‘‘pure mechanical’’ models to lay claim to the
accomplishments of Gibbs’s calculational procedures, as they concern equilibrium

theory only. Notice, however, that all the gains made on the basis of the Theorem, are
based on a stipulation that the long-time behavior of the system is equilibrium
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behavior. In other words, there is a presupposition buried in the application of the

theorem, that a system will approach equilibrium and there remain except for
short-lived excursions. But it is just possible that a thermodynamically isolated
system will not spend the preponderance of its time in an equilibrium state; there is

plenty of evidence that this sort of thing is commonplace and, in addition, a theorem
that testifies to the long-time stability of such things as planetary systems like our
own, which are clearly far from equilibrium. (The efforts to demonstrate these facts

were initiated by Poincaré and completed by Kolmogorov, Arnold and Moser. The
result is referred to as the KAM Theorem, see Jackson 1990; Earman 1996 for further
discussions of the point.) How does a thermodynamic theory based on the Pointwise

Ergodic Theorem propose to limit its attentions to the appropriate systems? There is,
of course, the potential response that in the case of each member of the proposed set
of counterexamples, there is a neglected constant of the motion. The weakness in this
response lies in the fact that ergodic theory treats constants of the motion in exactly

the same way that it treats the approach to equilibrium: each is assumed to exist, not
demonstrated independently. So it’s six of one or half a dozen of the other: the
assertion that a system approaches equilibrium if restricted to motions representable

in a metrically indecomposable space, is precisely as unsupported as the assertion that
if a system fails to come to equilibrium it must not have been so confined. Nothing is
added by the response. The point is simply that equilibrium is assumed, not diag-

nosed, in applications of the Pointwise Ergodic Theorem.
18 Batterman (1998) elaborates the point, and sets the Khinchin program in historical
perspective as an alternative to ergodic theory.
19 See for example extensions of this work to that of Sinai (1982) and Sinai (1992).
20 Batterman (1998) gives the details, and responses besides.
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