Proteins - Paradigms of complex systems
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Introduction
The past decade has seen an emerging interest of physicists in complexity. Complex systems range from glasses and spin glasses to the brain. To study the physics of complexity calls for a system that is large enough to be truly complex, yet small enough so that it can be understood and managed experimentally. Proteins satisfy these conditions and their exploration, over wide ranges in time, temperature, and external conditions provide an insight into some of the salient features of complexity. The most conspicuous aspect is the existence of a rough energy landscape; proteins exist in a dynamic equilibrium among a very large number of slightly different structures. This characteristic appears to be the dominant property that marks all complex systems. The experiments with proteins are beginning to expose some crucial attributes of the energy landscape and they may form the beginning of a quantitative physics of complexity.

Complex systems
Complexity, in one form or another, is all around us. Music is complex and so are languages, economies, societies, and the brain. For many years, physical scientists shied away from complex systems and were content or even smug in concentrating their work on 'simple' systems. Within the last few decades, even physicists have started looking at complex systems and have begun to search for unifying concepts and laws. Such a search can start with two questions:
1) which are the best systems in which to study complexity? and
2) how do we study complexity?
The 'simplest' complex systems are probably glasses and spin glasses. Glasses, of course, have been known for a few thousand years and have been studied in great detail. Despite the large number of investigations, many problems remain unsolved. Spin glasses,
dilute alloys in which for instance iron atoms are embedded in gold, have also been explored for a considerable time, but still are not fully understood. After glasses and spin glasses, biomolecules may well be the 'next-simplest' complex systems. In particular proteins may be the nearly ideal systems in which to study complexity.

Proteins
Proteins are the machines of life. They are built from 20 different building blocks, amino acids. Of the order of one to two hundred amino acids are hooked together in the cell to form a linear polypeptide chain. This chain then folds, either spontaneously or with the help of other biomolecules (chaperones), into a compact, approximately globular molecule. The arrangement of the amino acids in the primary chain determines the final tertiary structure and also the function of the working protein. Structures and function of many proteins are described in detail in many biochemistry texts.

While the detailed structure of the protein is of the utmost importance for its function, two other properties are crucial for the discussion of complexity, namely aperiodicity (or disorder) and frustration. Crystals are nearly perfectly periodic and this periodicity has important consequences for their properties, as can be seen in any text on condensed matter physics. Schrödinger called proteins 'aperiodic crystals' before their structure was known and, with this name, he captured one of the essences of proteins. Proteins are truly aperiodic and this aperiodicity is caused by the aperiodic arrangement of the different amino acids in the primary sequence.

While aperiodicity is immediately obvious, frustration is harder to understand and recognize. Two examples explain the concept. Consider first three spins, in which any two of them like to be anti-parallel. The system then is frustrated; the two arrangements $\uparrow \downarrow$ and $\downarrow \uparrow$ have equal energies and the result is a two-well potential for the energy of the system. The second example is NH$_3$. Here the N atom can be on either side of the three hydrogens and the result is again a double-well potential for the energy of the system. More generally, competing conditions lead to frustration. In proteins, different side chains may compete for the same space in the folded protein and proteins thus are frustrated. We can guess that most (or all) complex systems are frustrated. Certainly economics and societies are always subject to competing pressures and to frustration.

Aperiodicity (or disorder) and frustration together lead to a rough energy landscape, the property that may well be the most important unifying concept for complex systems. Much of the rest of this brief review is devoted to explaining this concept in more detail.

Even before delving into the concept of the energy landscape we can provide some arguments why proteins are good systems for the study of complexity:
1) Proteins are aperiodic and frustrated.
2) Proteins are large enough to be truly complex, but still small enough that we can hope for a thorough understanding (in time).
3) Proteins are the result of about 4 Gy of R&D and we hence can start from highly sophisticated systems, with a clear function. Since one of the goals is to understand the relation between complexity and function, this feature makes biomolecules better subjects than glasses or spin glasses.
4) Proteins can be modified nearly at will by genetic engineering. The effect of specific modifications on properties can therefore be studied.
5) Many proteins contain superb spectroscopic probes. If needed, additional probes can be inserted at exact locations.
6) The field is limitless; in principle, more than $10^{20}$ different amino acid combinations can be formed.

The approach
Progress in physics has often been based on analogies. The history of physics also teaches us which steps have led to an understanding of a particular field. In atomic physics, for instance, somewhat simplified, the main steps comprised the elucidation of the structure (Rutherford) and the energy levels (Balmer, Planck, Bohr), and the discovery of the dynamical laws (Heisenberg, Schrödinger). The advances in condensed matter, nuclear, and particle physics followed similar paths. Can these lessons from the physics of 'simple' systems help in discovering the concepts and laws of complexity? It turns out that some progress along the lines structure -- energy -- dynamics has indeed been made.

The structure of proteins
X-ray diffraction is the classical tool to study structures; it yields the electron distribution of the system under

![Figure 1. Energy level and energy landscape for a simple and for complex systems. cc is a conformational coordinate.](image)
investigation. Max von Laue, the discoverer of the tool, believed that it would be impossible to determine the structure of biomolecules. Max Perutz and John Kendrew, however, succeeded and solved the structure of two proteins, hemoglobin and myoglobin. Since then, structure determination has become a major industry and a large number of proteins are now known. Typical computer-produced pictures can be found in any text on biochemistry.

Texts actually give a somewhat misleading impression, because they depict proteins as rigid and completely determined structures, with each atom fixed at a well-defined position. As will become clear later, the X-ray structures are averages and deviations from these averages are critical for functions.

A point well known to protein crystallographers, but often surprising to physicists, is the fact that the average position of essentially every atom is known. It is therefore, at least in principle, possible to relate the detailed structure to properties.

The energy landscape
In a simple system such as an atom or a crystal, the ground state is unique and can be labelled unambiguously by a simple number, the ground state energy. In a frustrated, but not disordered system such as the three spins or NH$_3$ discussed earlier, the 'energy landscape' becomes a double well (fig. 1b) and the wells can be labelled by the structure of the system. In a complex system, however, the ground state must be described by a rough energy landscape, as sketched in figure 1c. Such a system can assume a large number of different structures and each specific structure corresponds to a minimum or energy valley in figure 1c. Figure 1c actually represents a one-dimensional cross section through a hyper-space: the complete description of the energy landscape requires a space of high dimensions.

The appearance of an energy landscape in proteins is unavoidable. Frustration and aperiodicity together cause the existence of many minima that are only slightly different in energy. The first clear indication for the existence of a very large number of protein conformations occurred in studies of the binding of carbon monoxide and dioxygen to myoglobin after photodissocation at low temperatures. Rebinding after flash photolysis was observed optically. Below about 160 K, only one rebinding process was seen, but the time course was highly non-exponential. The non-exponentiality was explained by assuming that the protein could assume a large number of somewhat different conformations, each with a different rebinding rate. Each of these conformations corresponds to a particular valley in figure 1c.

Proteins are machines, to work they usually must be able to assume at least two states, for instance a charged and a neutral one. In each of these states, there will be an energy landscape with a large number of minima. To distinguish them from the different states, they are called conformational substates (cs). Thus each valley in figures 1c represents a conformational substate.

At low temperatures (below about 180 K), a given protein molecule will be frozen into a particular cs. At high temperatures, a given protein will jump from cs to cs - it will move. If the motion is rapid enough, the observed rebinding will become exponential in time.

Conformational substates
One of the first questions usually asked is: How can the existence of cs be reconciled with the apparently well-defined X-ray structures of proteins? The answer comes from a detailed consideration of the Debye-Waller factor. X-ray diffraction provides two pieces of information on each non-hydrogen atom in a protein, the average position and the Debye-Waller factor which gives the mean-square displacement (msd). In a 'common' crystal, the msd is small and essentially the same for each atom. In a protein crystal, however, the msd is large and different for different atoms. The Debye-Waller factor consequently supports the concept of cs by implying that each protein possesses a structure that differs somewhat from the average.

Other experiments also support the concept of cs. Particularly convincing are laser hole burning experiments. In a simple system such as an atom or a nucleus, spectral lines are homogeneous. If hit by a much narrower laser line, the entire line will react as a single line. In a protein, lines will be inhomogeneously broadened because the line position will be somewhat different in each molecule. With a narrow laser line, a hole can be burned into such an inhomogeneous line, demonstrating the existence of cs.

Organisation of the energy landscape
The experiments sketched so far provide a powerful argument for the existence of cs in proteins and consequently for the existence of a rough energy landscape, but they tell us little about its properties. The situation then is similar to that in atomic physics before Balmer, when spectral lines were seen, but no regularities were known. Some experiments, however, already give us an inkling about the organisation of the cs in one protein, myoglobin. Two results may be important for all complex systems:

1) Substates appear to fall into two classes, taxonomic and statistical, as indicated in figure 2. Taxonomic substates are few in number. They are so different that they can be characterised and described individually. They can not however, be separated, physically or chemically and at ambient temperatures they inter-convert rapidly. Each taxonomic cs can exist in a very large number ($>10^6$) of statistical substates. These show only minor
differences in their properties and cannot be identified individually. Their properties must be described by distributions.

2) The substrates appear to be organised in a hierarchy." The split into taxonomic and statistical substrates shown in figure 2 is only the first step in such a hierarchy. The statistical substrates are most likely again arranged in a hierarchy, characterised by decreasing barriers between substrates. These two properties are only the beginning of an insight into the energy landscape of proteins. To really understand the organisation, far more experimental and theoretical work will be needed. How many tiers (levels) exist in a given protein? How does the energy landscape depend on the primary sequence and on the tertiary structure? How do genetic modifications (landscaping) affect the landscape? How can the taxonomic and the statistical substrates be described in detail?

Another set of questions concerns the generalisation of the concepts to other complex systems. Does the separation into taxonomic and statistical substrates also hold for more complex systems? Languages, for instance, appear to show such a separation. English, German, and Chinese are rather different, but within each, there exist very large numbers of dialects. If the separation is general, what law causes it?

Dynamics

Proteins perform a vast assortment of functions, from storage and transport of matter, energy, and information, to catalysis. In all of these, protein motions are involved. What are the concepts and laws that govern both the functions and the motions? In most of the processes, we can simplify the description by introducing two types of coordinates, reaction and conformation. Consider, for instance, the binding of dihydrogen to hemoglobin. The dihydrogen will move from the outside to the inside of the hemoglobin and then bind at an iron atom close to the center of the hemoglobin. The reaction coordinate describes the motion of the dihydrogen through the protein. The X-ray structure of the hemoglobin, however, shows no opening through which the dihydrogen could enter or leave. The protein must fluctuate and create large enough channels for the entrance and exit. Such fluctuations correspond to conformational motions. These motions, in turn, correspond to jumps between conformational substrates and are thus transitions along conformational coordinates. Reaction and conformational motions are strongly coupled; the reactions are governed by the fluctuations, and the conformational motions can be caused by reactions that produce protein quakes. Both reactions and conformational motions raise questions that are not yet treated in texts and that may be representative for complex systems.